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The botanist keeps tasting tea
A gentle introduction to e-values 
and sequential statistical inference
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The botanist tasting tea (1920s)

Would you like some tea?

No, T in M  M in T≠

Can you really tell them apart?

Indeed, yes!

T M M M MT T T

What’s the probability that a chance guess would be perfect?
1/70 ≈ 0.014

This is a p-value for  Muriel cannot distinguish btwn MT and TM.H0 :
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ℙH0
(Pτ ≤ 0.05) ≰ 0.05.That is, the type-I error is not controlled:
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Then, , at any data-dependent sample size !

where .

ℙH0 (P⋆
τ ≤ 0.05) ≤ 0.05 τ

P⋆
n := (E1 ⋅ E2 ⋯ En)−1
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